
JioCloud NVIDIA GPU Compute Node offers a Kubernetes-native, high-per�ormance K8s Worker 
Node solution built on NVIDIA H200 NVL GPUs. It eliminates the delays, inefficiencies, and     
scaling issues of traditional CPU nodes and standard GPU-based vir�ual machines. You get 
direct access to power�ul GPU VMs inside your Kubernetes cluster—optimized for per�ormance, 
free from cold star�s, or quota restrictions. Select from flexible configurations - 1, 2, 4, or 8 GPUs 
per worker node—depending on your workload size and urgency. From large-scale training to 
real-time  inference and simulation, the setup scales to match your team's needs. JioCloud 
makes GPU sharing simple and safe, with built-in suppor� for Time Slicing and MIG           
(Multi-Instance GPU). Teams can run multiple workloads on the same hardware without         
compromising per�ormance or security. With CUDA drivers pre-installed, deep observability 
built in, andnative i ntegration with Kubernetes, you can move from setup to production without 
delay.

Overview

High-per�ormance GPU worker nodes
Provision power�ul NVIDIA H200 NVL GPU worker nodes directly into a 
Kubernetes cluster for maximised per�ormance.

NVIDIA H200 NVL
Purpose-built for AI workloads with 141GB HBM3e memory and exceptional 
bandwidth for memory-intensive analytics and LLM training.

Configurable worker node sizes
Right-size your resources. Deploy GPU VMs with 1, 2, 4, or 8 GPUs to 
per�ect lmatch job size and budget.

GPU concurrency with MIG and time slicing
Maximise hardware value by running multiple workloads securely and 
efficiently on shared NVIDIA GPUs.
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Accelerate training and inference
Deliver LLMs, generative AI, or real-time 
inference workloads faster.

Maximise GPU utilisation
Use MIG or time-slicing to run multiple 
jobs on the same GPU.

Lower cost per job
Choose the right-sized worker node, avoid 
overprovisioning, and scale only when needed.

Full GPU Observability
Track usage metrics at the job, pod, 
or namespace level.

Secure multi-tenant sharing
Isolate workloads by team using 
namespace limits and GPU slices.

Run anywhere, scale freely
Avoid vendor lock-in and grow across your 
preferred Kubernetes environments.

Autoscaling with Kubernetes
Dynamically scale GPU resources up/down with industry-standard 
tools like Cluster Autoscaler or Karpenter.

Integrated Observability
Monitor memory, usage, and power across workloads and namespaces.

Pre-installed CUDA drivers and plugins
Star� training or inference immediately on a fully configured 
platform—no manual setup.

Technologies Suppor�ed

Benefits

Seamless product 
catalogue management

Seamless 
onboarding

Reducing 
time-to-value (TTV)

Milestone visibility 
and cost 
optimization

Customer 
intensive 

End-to-end 
automated
journey

GPU Architecture

Memory

Memory Bandwidth

GPU Interconnect

Compute Performance

MIG (Multi Instance GPU)

Power Efficiency

Specification NVIDIA H200 NVL AMD MI 300X

NVIDIA Hopper

141 GB HBM3e

Up to 4.8 TB/s

NVLink, NVSwitch

TFLOPS (FP16/FP8/INT8)

Profile Based Single Strategy

Optimized performance-per-watt

AMD CDNA 3

128 GB HBM3

Up to 3.2 TB/s

Infinity Fabric, XGMI

TFLOPS (FP64/FP32/FP16)

NA



eCommerce - real-time personalisation with MIG
An online retailer uses NVIDIA H200 NVL GPU VMs to train transformer-based recommendation 
models while simultaneously serving live traffic via MIG slices. This reduces iteration time and 
improves customer experience without underutilising GPUs.

FinTech - fraud detection with CUDA acceleration
A financial services company deploys NVIDIA GPU VMs to run real-time fraud detection models 
on transaction streams. Time-slicing enables multiple risk models to share GPUs efficiently 
while maintaining sub-millisecond response times.

Gaming - AI-driven content generation
A game studio uses NVIDIA H200 NVL VMs for AI-assisted asset generation and procedural 
content creation. MIG par�itioning allows simultaneous training of different AI models for 
textures, animations, and level design.

For queries, write to us at JPL.CloudSales@ril.com / website: https://www.jio.com/enterprisecloud/

Use Cases

Grouping of logs (based on applications, hosts 
and log paths), applying multiple log parsing 
rules on them, and querying and analyzing them 
as separate log types. 

Log Onboarding

Log Tagging
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Customized Log Retention

Advanced Pattern Recognition

Out-of-the-box Log Parsing Rules  

Capability to apply out-of-the-box default log 
parsing rules to technology logs. 

Logger-level Classification 

Classifies logs into logger levels (fatal, error, 
warning, debug and info), enabling users to filter 
and visualize logs and highlighting the mes-
sage’s significance.

For querying and visualizing logs with specific 
tags, it applies user-defined key-value pairs to 
log groups at the granularity level of individual 
hosts and log paths. 

Retain interest logs for analytics/compliance 
purposes by defining the online and archived 
retention period for a standard/custom log type. 

Log Parsing

Empowers analyzes with a guided journey and 
simplifies log parsing through intuitive steps, 
enhancing efficiency and accuracy. It also 
harnesses the power of regex for precise filtering 
and dynamic field extraction, unlocking invalu-
able insights from your logs with unparalleled 

Advanced Log Analyzer 

Access mission-critical applications, infrastruc-
ture, and cloud platform logs directly. Filter and 

Uses advanced capabilities like Spot and 
iPattern to recognize and cluster pattern-based 

Error Tracking

Prioritize troubleshooting efforts by filtering logs 
based on severity level. 

Log Pattern-based Alerting

Defining alerts based on log patterns and provid-
ing timely alerts to end-users based on the 
occurrence of certain log patterns.
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Out-of-the-box Log Parsing Rules  

Capability to apply out-of-the-box default log 
parsing rules to technology logs. 


